
Elliptic Curves to the rescue:
tackling availability issues and attack potential in DNSSEC



Introduction

• DNSSEC deployment has taken off, but there are 
still operational issues: 

• Fragmentation 

• Amplification 

• Complex key management



Fragmentation
• Well known problem; up to 10% of resolvers may 

not be able to receive fragmented responses* 

• Solutions available: 

• Configure minimal responses 

• Better fallback behaviour in resolver software 

• Stricter phrasing of RFC 6891 (EDNS0) 

*Van den Broek, J., Van Rijswijk-Deij, R., Pras, A., Sperotto, A., “DNSSEC Meets Real World: Dealing with 
Unreachability Caused by Fragmentation”, IEEE Communications Magazine, volume 52, issue 4 (2014).



Fragmentation
• Setting minimal responses pays off: 

• But fragmentation still occurs!
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• DNSSEC is a potent amplifier* 

* Van Rijswijk-Deij, R., Sperotto, A., & Pras, A. (2014). DNSSEC and its potential for DDoS attacks. In 
Proceedings of ACM IMC 2014. Vancouver, BC, Canada: ACM Press

Amplification

Maximum amplification 
achievable with 
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DNSSEC outliers
up to 179x amplification

..……



Amplification
• While ANY could be suppressed, DNSKEY cannot!

0%

2%

4%

6%

8%

10%

12%

14%

 0  10  20  30  40  50

pe
rc

en
ta

ge
 o

f 
do

m
ai

ns

Amplification factor [bin=0.1]

theor. maximum
amplification
of regular DNS

com
net
org
uk
se
nl

40% of DNSKEY 
responses are above 
our theoretical limit



Root cause: RSA
• RSA keys are large 

• 1024-bit   —>  128 byte signatures 
       ±132 bytes DNSKEY records 

• 2048-bit   —> 256 byte signatures 
       ±260 bytes DNSKEY records 

• Also: striking a balance between signature size and 
key strength means RSA prevents a switch to 
simpler key management mechanisms* 

*don’t have time to explain in detail, see paper



Elliptic Curves to the rescue
• ECC has much smaller keys and signatures with 

equivalent or better key strength 

• ECC with 256-bit group ≈ RSA 3072-bit 

• ECDSA P-256 and P-384 are standardised for use in 
DNSSEC in RFC 6605 (2012) 

• Still used very little in practice, 98.2% of signed .com 
domains use RSA 

• But there is a lot of buzz around it  
(e.g. CloudFlare, the 1.8% in .com that uses ECDSA) 

• EdDSA based schemes have draft RFCs (Ondřej Surý)



Measuring ECC impact
• We performed a measurement study to quantify the 

impact of switching to ECC on fragmentation and 
amplification 

• Study looks at all signed .com, .net and .org 
domains 

• Studies ECC scenarios:
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ECDSA vs. EdDSA ECDSA ECDSA ECDSA ECDSA EdDSA EdDSA
Curve P-384 P-256 P-384 P-256 Ed25519 Ed25519

KSK/ZSK vs. CSK KSK/ZSK KSK/ZSK CSK CSK KSK/ZSK CSK
most conservative  ����������������! most beneficial

Table 1: Deployment scenarios for ECC in DNSSEC

show the implementation choices, the columns provide con-
venient short names for the scenarios. The scenarios are
sorted from most conservative (in terms of existing stan-
dards and practices, and with respect to security and proven
cryptography) to most beneficial in terms of tackling the is-
sues we identified (but requiring implementation changes or
standardisation and relying on more novel cryptographic al-
gorithms). We will test these scenarios using measurements.

3.3.1 Fragmentation

To show the impact of the scenarios in Tab. 1 on fragmen-
tation, we performed two measurements. First, we re-issued
queries that resulted in fragmentation in our measurement
from Sec. 2.1. We examined if answers to these queries would
be fragmented under each of the scenarios and find that even
the most conservative scenario (ecdsa384) vastly reduces
the occurrence of fragmentation. Only 0.3% of previously
fragmented responses would still be fragmented under this
scenario. Under the most beneficial scenario (eddsacsk),
less than 0.003% of responses would still be fragmented. To
all intents and purposes this is a negligible number.

The second measurement examined the effect of our sce-
narios on DNSSEC-specific query types that earlier research
[1, 2] shows suffer from fragmentation. Particularly the re-
sponse to a DNSKEY query may suffer from fragmentation.
We examined DNSKEY responses for the 0.5 million .com,
.net and .org domains with DNSSEC and calculated the
response sizes under our scenarios. Fig. 2 shows the top
10% of a CDF plot of the results. The figure shows that
6.5% of current DNSKEY responses exceed the IPv6 mini-
mum MTU and that 0.6% exceed the MTU of Ethernet. It
also shows that even switching to the most conservative sce-
nario (ecdsa384) effectively stops fragmentation. But even
more remarkable is that two CSK scenarios (ecdsa256csk,
eddsadsk) are so effective that the majority of DNSKEY re-
sponses would fit in a classic DNS datagram of 512 bytes.
We briefly examined the long tail that exceeds this classic
DNS limit for these two scenarios and found that simple
configuration changes – e.g. enabling “minimal responses”
(Sec. 2.1) – can make all answers fit in a classic DNS data-
gram under these two scenarios.

3.3.2 Amplification attacks

To determine the impact of the scenarios in Tab. 1 on am-
plification, we repeated the amplification measurements we
performed in earlier work [2]. We limited our measurement
to the 0.5 million DNSSEC-signed domains in .com, .net

and .org. Also, we did not examine all query types, but
only examined queries that showed high amplification before
(ANY and DNSKEY), as well as regular queries (A and AAAA).
First, we examine the effect of our scenarios on amplifica-
tion. Fig. 3 shows the amplification for the worst amplifier,
the ANY query. The figure shows that the amplification that
can be achieved with current domains has not changed com-
pared to last year’s measurement. Next, the figure illustrates
that switching to a conservative ECC scenario (ecdsa256)
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Figure 2: CDF for DNSKEY response sizes
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Figure 3: Effect of scenarios on ANY-amplification

already causes a 40% decrease in amplification. Finally, the
CSK scenarios dampen amplification even more (up to 55%).

It can be argued that the ANY query type can be depre-
cated, thus removing its dangerous amplification potential.
So why spend time decreasing amplification? As we showed
in [2], DNSSEC-specific query types, also have significant
amplification potential. The DNSKEY query is integral to
DNSSEC. Fig. 4 shows that DNSKEY queries for a significant
proportion (32.3%) of domains exceed the acceptable upper
limit we defined in previous work6. But the figure also shows
that even the most conservative ECC scenario (ecdsa384)
dampens amplification for the DNSKEY query to such an ex-
tent that it falls within our acceptable upper limit. If we
then look at the CSK scenarios, like we demonstrated in the
previous section on fragmentation, these significantly reduce
the amplification potential, to such an extent that abuse be-
comes unattractive because of the low amplification.

Finally, we examined the effect on regular queries (A and
AAAA). As we noted in earlier work [2], the amplification that
can be achieved with these query types falls well within the
acceptable upper limit. Unsurprisingly, applying one of our
ECC scenarios further improves this situation. What is of

6This limit is defined as the maximum amplification that
can be achieved with ‘classic’ DNS, i.e. where the maximum
DNS message size is limited to 512 bytes.
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Figure 4: Effects of scenarios on DNSKEY-amplification



Impact on fragmentation

• DNSKEY response sizes dramatically reduced
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Impact on amplification
• ANY amplification dampened significantly:
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Impact on amplification
• DNSKEY amplification practically solved:

0%

5%

10%

15%

20%

25%

30%

35%

40%

45%

 0  5  10  15  20  25  30  35

pe
rc

en
ta

ge
 o

f 
do

m
ai

ns

amplification factor [bin=0.1]

theoretical
maximum amplification

of regular DNS

original
ecdsa384
ecdsa256

ecdsa256csk
eddsacsk

Takeaway: using 
ECDSA or EdDSA 

DNSKEY amplification 
is no longer an issue



Back to 512-byte DNS?
• A and AAAA responses fit in classic DNS!
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One little problem…
• Standardised ECC schemes (in DNSSEC) can be 

up to an order of magnitude slower when validating 
signatures —> impact on DNS resolvers!

IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. XX, NO. X, MONTH 2016 8

RSA Signature algorithm and curve
1024-bit 2048-bit ECDSA P-256 ECDSA P-384 Ed25519 Ed448

Implementation mean � mean � mean � mean � mean � mean �

OpenSSL 0.9.8zh 74221.3 508.2 22632.1 248.4 2694.8 29.0 1285.2 13.7 - - - -
OpenSSL 1.0.1f 95909.5 721.1 28948.7 235.9 3684.8 26.7 1236.2 12.6 - - - -
OpenSSL 1.0.2e 112516.0 903.5 35078.8 507.4 9786.6 75.7 1288.9 16.3 - - - -
ed25519-donna - - - - - - - - 14162.4 212.2 - -
ed448-goldilocks - - - - - - - - - - 4816.9 48.3

TABLE III
ECC BENCHMARKS (SIGNATURE VALIDATIONS PER SECOND, SINGLE CORE)

that currently deploy DNSSEC would switch to an ECC-
based signature algorithm overnight.

II. Popular-domains-first growth to 100% DNSSEC deploy-
ment – this scenario evaluates the performance impact
of a growing DNSSEC-deployment in which the most
popular domains (in terms of outgoing queries from the
resolver) are the first to deploy DNSSEC. Effectively, this
is the worst-case scenario as it requires the most signature
validations at the shortest possible notice.

When the scenarios are evaluated, the model will be used to
measure (for scenario I) or predict (for scenario II) the number
of signature validations required in that particular scenario.
This number is then compared against a benchmark figure
indicating the number of signature validations that can be
performed on a single modern CPU core for specific elliptic
curve digital signature schemes. Just as in our earlier study on
the use of ECC in DNSSEC [3], we examine multiple signature
schemes. We include the two signature schemes currently
standardised for use in DNSSEC, ECDSA P-256 and ECDSA
P-384 [14], [15]. Next, we include the Ed25519 signature
scheme based on twisted Edwards curves as introduced by
Bernstein et al. [16], [17], which is currently being considered
for standardisation in the IETF [18]. Finally, new in this paper,
we include a more recently introduced twisted Edwards curve-
based scheme that is cryptographically stronger, Ed448 [19],
which is also being considered for standardisation [20].

B. ECC Benchmarks

In earlier work [3] we relied on benchmarks from the
eBACS project7 to compare RSA and elliptic curve imple-
mentations. For this paper, we have performed new bench-
mark tests for ECC implementations. Firstly, we explicitly
wanted to incorporate recent performance improvements in
ECC implementations for both ECDSA as well as EdDSA
variants. Secondly, we wanted to standardise benchmarks to
a single common CPU architecture, that is representative of
modern server systems on which validating DNS resolvers will
typically be deployed.

The benchmarks were performed for five ECC implementa-
tions, three versions of OpenSSL and two independent high-
performance implementations of Ed25519 and Ed448 respec-
tively. The OpenSSL versions were selected based on the fol-
lowing criteria: the first implementation (0.9.8zh) we consider
a ‘legacy’ implementation, the second implementation (1.0.1f)
is the mainstream implementation that, for instance, ships with

7http://bench.cr.yp.to/index.html

Compared to?
RSA ECDSA

ECC algorithm OpenSSL version 1024 2048 P-256 P-384

ECDSA P-256
0.9.8zh 27.5 8.4 - -
1.0.1f 26.0 7.9 - -
1.0.2e 11.5 3.6 - -

ECDSA P-384
0.9.8zh 57.7 17.6 - -
1.0.1f 77.6 23.4 - -
1.0.2e 87.3 27.2 - -

Ed25519 (1.0.2e)† 7.9 2.5 0.7 0.1
Ed448 (1.0.2e)† 23.4 7.3 2.0 0.3

?the number means that the ECC algorithm is x times slower
†independent implementations compared to this OpenSSL version

TABLE IV
COMPARISON OF RSA AND ECC SIGNATURE VALIDATION SPEED

current Ubuntu and Debian Linux distributions and the third
implementation (1.0.2e) is the newest stable release branch that
incorporates significant performance improvements specific to
ECDSA P-256. Benchmark data was collected by performing
100 independent speed tests for each of the five implemen-
tations. A single speed test consists of a 10 second run with
continuous calls to signature validation functions, from which
the average number of validations per second is calculated.
The benchmark tests were run on an Intel Xeon E5-2695 v3
operating at 2.3GHz.

Table III shows the average results over 100 tests together
with the standard deviation. As the table shows, the perfor-
mance of both ECDSA P-256 as well as 1024- and 2048-
bit RSA improved significantly between OpenSSL versions,
but interestingly, there was no performance improvement for
ECDSA P-384. Table IV provides a speed comparison between
different implementations. Note that from a cryptographic
point of view, comparing 1024-bit RSA to ECDSA P-256 is
comparing apples to oranges, since the cryptographic strength
of ECDSA P-256 is roughly equivalent to 3072-bit RSA [21].
The reason we make this comparison is because RSA 1024-
bit is the most common signature type in DNSSEC at present,
while ECDSA P-256 is the most attractive candidate to replace
the current RSA-based schemes [3].

C. Scenario Evaluation
Before we evaluate the two scenarios, we want to make

explicit what assumptions we made during the evaluation. We
assume that:
A1. signature validations will dominate CPU use at high

signature validation rates (effectively, we assume that the
CPU use of other resolver functionality is insignificant
compared to the CPU use for signature validations);



Real-world impact?!

• We want to be sure deploying ECC DNS(SEC)-wide 
is not pushing the problem to the edges of the 
network (i.e. resolvers) 

• So what would a switch mean for resolver CPU 
load? 

• Let’s find out!



Resolver behaviour

• Intuition: we can predict the number of signatures 
validations (Sv) based on the number of outgoing 
queries from a resolver (Q)
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Measure using production traffic

• Instrumented versions of Unbound and BIND

Clients
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Packet capture
Measurement
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• Intuition: a linear model can predict Sv from Q
Rs
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Evaluating future scenarios
• Scenario 1:  

Current DNSSEC deployment switches to ECC 
overnight 
 
evaluation: requires ±150 validations per second 
for a busy* resolver, not a problem 

• Scenario 2: 
Popular-domains-first growth to 100% DNSSEC 
deployment, everyone uses ECC 

*our busiest resolver processes ~20k qps from clients



What is popular?

• “Classic” Internet distribution (Zipf, long-tail, …)
Domain names (ranked on popularity)
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Scenario 2: Unbound
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Scenario 2: BIND
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Conclusions
• Switching to ECC is highly beneficial and tackles 

major issues in DNSSEC 

• Combined with simpler key management it could even 
bring “classic” 512-byte DNS back into scope 

• Impact on resolvers is well within reason 

• Improvements are being made (e.g. OpenSSL) 

• Still some open issues*, but these are transient 

*resolver support for ECDSA 
 —> see work of Geoff Huston & George Michaelson



Recommendations
• For DNSSEC signer operators:

• Planning a new deployment?  
Choose ECDSA P-256 as signing algorithm 

• Existing deployment: 
Consider switching to ECDSA (or even EdDSA) as 
part of your upgrade/replacement cycle (not trivial) 
(this is what we will be doing in 2017) 

• For DNS resolver operators:
• Doing DNSSEC validation? 

Check support for ECDSA, consider upgrading if 
not supported



Further reading
• DNSSEC Meets Real World: Dealing with Unreachability Caused by Fragmentation.  

IEEE Communications Magazine, 52 (April), 2014  
http://bit.ly/commag14-dnssec-frag 

• DNSSEC and its potential for DDoS attacks  
Proceedings of ACM IMC 2014, Vancouver, BC, Canada  
http://bit.ly/imc14-dnssec  

• Making the Case for Elliptic Curves in DNSSEC  
ACM Computer Communication Review (CCR), 45(5). 
http://bit.ly/ccr15-ecdsa  

• SURFnet DNSSEC blog (we will be updating this when we migrate our signer 
infrastructure to ECDSA) 
http://dnssec.surfnet.nl/ 

• Internet Society Deploy 360 Programme, DNSSEC  
http://www.internetsociety.org/deploy360/dnssec/

http://bit.ly/commag14-dnssec-frag
http://bit.ly/imc14-dnssec
http://bit.ly/ccr15-ecdsa
http://dnssec.surfnet.nl/
http://www.internetsociety.org/deploy360/dnssec/
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Thank you for your attention!
Questions?
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